
Self-Protected Thermometry with Infrared Photons and Defect Spins in Silicon Carbide

Yu Zhou,1 Junfeng Wang,1 Xiaoming Zhang,1 Ke Li,1 Jianming Cai,2,* and Weibo Gao1,3,4,†
1Division of Physics and Applied Physics, School of Physical and Mathematical Sciences,

Nanyang Technological University, Singapore 637371, Singapore
2School of Physics & Center for QuantumOptical Science, HuazhongUniversity of Science and Technology,

Wuhan 430074, People’s Republic of China
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Quantum sensors with solid-state spins have attracted considerable interest due to their advantages in
high sensitivity and high spatial resolution. The robustness against environmental noise is a critical
requirement for solid-state spin sensors. In this paper, we present a self-protected infrared high-sensitivity
thermometry based on spin defects in silicon carbide. Based on the conclusion that the Ramsey oscillations
of the spin sensor are robust against magnetic noise due to a self-protected mechanism from the intrinsic
transverse strain of the defect, we experimentally demonstrate the Ramsey-based thermometry. The self-
protected infrared silicon-carbide thermometry may provide a promising platform for high sensitivity and
high-spatial-resolution temperature sensing in a practical noisy environment, especially in biological
systems and microelectronics systems.
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I. INTRODUCTION

The ever-increasing demand of noninvasive, precise, and
high-spatial-resolution thermometers working in many
areas of modern science and technology has inspired
researchers to develop new techniques to realize this target
[1]. In particular, a thermometer capable of subdegree
temperature sensitivity combined with integration within a
living system could provide a powerful new tool in many
areas of biological, physical, and chemical research [1,2].
In recent years, several thermometry methods have been
developed, such as in encompass organic dyes [1], quantum
dot [1,3], Raman spectroscopy [1,4], and scanning thermal
microscopes [5]. However, those methods have their own
limitations such as fluorescence blinking and bleaching,
low sensitivity, and large random errors coming from
fluorescence rate fluctuations [1–5]. To solve those limi-
tations, quantum sensors based on solid-state spins such as
the negatively charged nitrogen-vacancy (N-V−) center in
diamonds [2,6–8] and defects in silicon carbide (SiC)
[9,10] have attracted considerable interest recently.
The N-V− center is usually excited with a 532-nm laser

and its fluorescence lies from 600 to 800 nm. Light at these
wavelengths will cause more optical damage to living
biological systems [11,12]. Moreover, since the biological

systems have a noisy environment, it is better to develop a
self-protected method to detect the local temperature. To this
end, in this paper, we present a self-protected thermometry
method based on the neutral divacancy-defects spin in
4H-SiC, with its both excitation and fluorescence wave-
length in the infrared (IR) spectral region [13–18]. As
compared with the N-V− center in diamond, highly sensitive
thermometry based on a semiconductor material SiC is more
fascinating because of its versatility in production and wide
application in the realm of electronic and electromechanical
devices [13,19].Moreover, unlike theN-V− centerwhich has
four orientations in bulk diamond [20], one type of divacancy
spins in silicon carbide has the same orientation which
improves the sensitivity in variations of the sensing appli-
cation by using an ensemble of divacancy spins [13,14]. Last,
there are six distinct forms of the divacancies both in 4H-SiC
(named PL1-PL6) and 6H-SiC (named QL1-QL6) [13,14].
They have attracted great interest in recent years as versatile
solid-state qubits due to their excellent properties, such as an
easy fabrication process, biocompatibility, and long spin
coherence and relaxation times (∼ms) [13–16]. These
remarkable properties have been explored in many applica-
tions such as coherent control [16], quantum registers [15],
and quantum sensing such as magnetic sensing [14], electric
sensing [17,18], and mechanic sensing [17].
In this paper, we demonstrate a self-protected thermom-

etry based on the divacancies of electron spins in 4H-SiC.
First, we theoretically demonstrate that the Ramsey fringe
of the divacancy electron spins is robust against magnetic
noise due to a self-protected mechanism from the intrinsic
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transverse strain of the defect. Then, we measure the
optically detected magnetic resonance (ODMR) with a
temperature ranging from about 20 to 300 K, and find its
zero-field-splitting (ZFS) parameterD decreases linearly as
the temperature increases in the room-temperature range.
With these observations, we experimentally demonstrate a
self-protected infrared thermometry based on Ramsey
methods with the sensitivity about 205.6 mK=Hz1=2.
This method provides an appealing route for a real noisy
environment, especially in the biological system and
microelectronics systems.

II. THEORETICAL MODEL

Here, we consider the PL5 divacancy defect in 4H-SiC
[13,14], which is a basalC1h symmetry divacancy showing a
high ODMR contrast at room temperature [13]. The ground
state shows a spin-1 character with the basis written as
fj↑i; j0ij↓ig. The three ground states split at zero magnetic
field, resulting in a two-ODMR resonance spectrum at
Dþ E and D − E. The spin Hamiltonian can be written as

H ¼ H0 þH0; ð1Þ

where

H0 ¼ ℏDðTÞS2z þ ℏExðS2x − S2yÞ; ð2Þ

H0 ¼ gμBBzSz þ dz
Y

z

S2z : ð3Þ

For the H0 term, DðTÞ is the temperature-dependence
zero field splitting, Ex is the transverse strain due to the
lower symmetric of basal defect [13,14], and Sx;y;z repre-
sents the electronic spin operator. The eigenstates ofH0 are
j%i ¼ 1

2 ðj↑i% j↓iÞ, and j0i, with corresponding eigenval-
ues D% Ex, 0. For the H0 term, g ¼ 2.00 is the electron g
factor, μB is the Bohr magneton, and Bz represents the
external magnetic-field fluctuation. In addition, we also
consider the electric field fluctuation as denoted asQ

z [21,22].
On the basis of f↑; 0;↓g, the initial Hamiltonian H ¼

H0 þH0 can be written in the matrix form

H ¼ ℏ

2

664

Dþ Π0
z þ B0

z 0 Ex

0 0 0

Ex 0 Dþ Π0
z − B0

z

3

775; ð4Þ

where B0
z ¼ ½ðgμBÞ=h'Bz, Π0

z ¼ ðdz=hÞΠz.
In the thermometry sensing experiment as demonstrated

in this article, the applied external microwave is
almost on resonant with the transition 0 and jþi (with
detuningΔ). Therefore, the Hamiltonian can be shownmore
clearly in the basis fþ;0;−g, where jþi¼ 1

2ðj↑iþ j↓iÞ;

j−i¼ 1
2ðj↑i− j↓iÞ. The total Hamiltonian in the basis of

fþ; 0;−g, adding the microwave term can be rewritten as

Hdr;% ¼ℏ

2

664

Dþ
Q0

zþEx Ωcosωt B0
z

Ωcosωt 0 0

B0
z 0 Dþ

Q0
zþEx

3

775; ð5Þ

where Ω is the Rabi frequency of microwave. As can be
seen, the microwave would only drive the transition
between j0i and jþi, while j−i is decoupled. The
Hamiltonian under rotating wave approximation [23] can
be written as

Hrot;% ¼ ℏ

2

664

Δþ Π0
z Ω B0

z

Ω 0 0

B0
z 0 Δþ Π0

z − 2Ex

3

775: ð6Þ

Here, Δ ¼ Dþ Ex − ω. Going back to the basis
fj↑i; j0i; j↓ig, the total Hamiltonian becomes

Hrot ¼ ℏ

2

664

Δþ Π0
z − Ex þ B0

z
Ωffiffi
2

p Ex

Ωffiffi
2

p 0 Ωffiffi
2

p

Ex
Ωffiffi
2

p Δþ Π0
z − Ex − B0

z

3

775:

ð7Þ

To perform the measurement of temperature, we adopt a
Ramsey scheme. We first initialize the spin into the state
j0i, and apply a π=2 pulse to drive the system into the
superposition state of j0i and jþi with equal amplitude:
Uπ=2j0i ¼ ð1=

ffiffiffi
2

p
Þðj0i − ijþiÞ. After a free evolution for

time τ, we apply another π=2 pulse to map the phase
information to the state population.
When the microwave is off, the Hamiltonian is

Hrotð0Þ¼ h

2

664

ΔþΠ0
z−ExþB0

z 0 Ex

0 0 0

Ex 0 ΔþΠ0
z−Ex−B0

z

3

775:

ð8Þ

Assuming that Ω is much larger than Δ, B0
z, Π0

z, and the
pulse lengths are much shorter than the free evolution time,
the terms including Δ, B0

z, Π0
z can be neglected during the

pulse operations. When the microwave is on, the
Hamiltonian in basis f↑; 0;↓g can be written as

HrotðΩÞ ¼ ℏ

2

664

−Ex
1ffiffi
2

p Ω Ex

1ffiffi
2

p Ω 0 1ffiffi
2

p Ω

Ex
1ffiffi
2

p Ω −Ex

3

775: ð9Þ
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For an initial state j0i, we first apply a π=2 pulse Uπ=2 ¼
e−iðπ=4ΩÞHrotðΩÞ=ℏ that drives the system to the superposition
state of j0i and jþi:

Uπ=2j0i ¼
1ffiffiffi
2

p ðj0i − ijþiÞ: ð10Þ

Then, the system undergoes a free evolution for time τ
represented by the operator Uπ=2 ¼ e−iHrotð0Þτ=ℏ. The state
becomes

UτUπ=2j0i¼
1ffiffiffi
2

p j0iþe−2πiðΔþΠ0
z−ExÞτ

2i

×
"#

cos2πδτ−ExþB0
z

δ
isin2πδτ

$
j↑i

þ
#
cos2πδτ−Ex−B0

z

δ
isin2πδτ

$
j↓i

%
; ð11Þ

where δ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E2
x þ B02

z

p
≈ Ex½1þ ðB02

z=2E2
xÞ'. Finally, we

apply another π=2 pulse for measurement. The final
amplitude of state j0i can be calculated by
A0;final ¼ 1

2 − ði=2ÞðA0
↑ þ A0

↓Þ, where A0
↑ðA0

↓Þ is the ampli-
tude of j↑iðj↓iÞ before the final π=2 rotation. If one
neglects terms higher than OðB0

z=ExÞ, it becomes

A0;final ¼
1

2
ð1 − ie−2πi½Δþ

Q
0
z
þðB02

z =2ExÞ'τÞ; ð12Þ

and the value of final population of the j0i state is

P0
0;final ¼

1

2
− 1

2
cos 2π

#
Δþ Π0

z þ
B02
z

2Ex

$
τ: ð13Þ

The oscillation of P0
0 is dominated by the

detuning P0
0;final¼ 1

2− 1
2cos2π½ðΔþΠ0

zþB02
z =2ExÞ'τ, Δ ¼

DðTÞ þ Ex − ω. Since DðTÞ changes with temperature,
the change of the oscillation frequency of P0

0 can be used to
determine the change of temperature.
The sensitivity for the measurement of temperature is

determined by the coherence time of the spin sensor. The
main noise that would affect the coherence time in the
present experiment is the external magnetic-field fluctua-
tion. In the free evolution step, the unexpected B0

z has
opposite effects on spin ↑ and ↓ by giving a positive or
negative phase for the j↑i or j↓i state. As can be seen from
the Hamiltonian in Eq. (7), one of the effects of transverse
strain is to flip the j↑i and j↓i continuously. Therefore, the
direction of the magnetic field experienced by the electron
spin is changing continuously. If the strain is large enough,
the effect induced by the environment noise B0

z is reduced
to the order of OðB02

z =ExÞ, as compared with OðB0
2Þ when

Ex is negligible [6]. This provides a self-protected
mechanism even without requiring an extra operation as
conventional active dynamical decoupling schemes.

III. EXPERIMENTAL SETUP

The sample is a bulk high-quality semi-insulating
4H-SiC purchased from CREE. In the experiment, we
use a homebuild confocal system combined with a micro-
wave system [Figs. 1(a) and 1(b)]. A 950-nm IR laser
focuses on the sample through an infrared objective with
NA of 0.8. The fluorescence above 1000 nm is collected
and guided through a multimode fiber to an infrared photon

FIG. 1. (a) Schematic figure of a homebuilt confocal microcopy system. (a) A 950-nm infrared diode laser is used to excite the defects
though an infrared objective with NA of 0.8. The photoluminescence from PL5 is collected from the same objective and coupled to a
photoreceiver (Femto, OE-200-IN1). The sample is mounted on the xyz steppers in the Montana Cryostation (4–300 K). At room
experiment, we use another confocal system which is the same with the low temperature. The sample is mounted on a resistive heater
(Thorlabs, TEC3-2.5) for temperature control and a thermistor (Thorlabs, HT10K) is attached to measure the temperature. (b) Schematic
figure of the microwave system. The microwave first went through two switches, one is for 20-Hz modulation and the other one is for
fast spin control by pulse plaster. The output of the photoreceiver is sent to a lock-in amplifier (Stanford Research System SR830) for
lock-in detection.
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receiver. As a rough estimation, by converting the output
voltage of our Femto receiver to photon counts and
assuming that all types of divacancy have the same bright-
ness, in the 1 μm in xy plane and 3 μm in the z-direction
sensing volume, we have addressed 1.4-k PL5 defects and
the defect density is around 5.8 × 1020 m3. To manipulate
the spin state, the microwavewith a tunable frequency is fed
to the sample through a microwave antenna fabricated on
the sample. The antenna (Au=Pt) has a ring-shape structure
with 80-μm inner diameter. To reduce the microwave noise,
we modulate the microwave with a frequency of 20 Hz
using a microwave switch and the same signal is used for
lock-in detection of the fluorescence from the defects.

IV. RESULTS AND DISCUSSION

A. ODMR measurement

With the setup described, we first characterize the
ODMR frequency of the divacancy defects. As shown in
Fig. 2(a), lower panel, different microwave frequency peaks
are observed in the ODMR spectrum at zero magnetic field.
To further identify these peaks, we measured the ODMR

spectrum as a function of the applied magnetic field in the z
direction, as shown in Fig. 2(a), upper panel. Because of the
different symmetry property of the defects, these ODMR
resonances show a different diverging behavior. For exam-
ple, at zero magnetic field, two resonance transitions of the
c-axis divacancy have a small splitting. When there is a
static magnetic field along the c axis, two transitions split at
the slope of 2.8 MHz=G, as marked using the dashed line
in the figure. This shows the same behavior as the N-V−
center [20]. For these transitions, we identify them as PL6.
While for C1h symmetry PL5, two resonance transitions
will bend and the left branch of the PL5 resonance is mixed
with PL7 and the right branch is alone. All thermometry
experiment in this paper is based on the right-branch
resonant transition of PL5 (j0i ↔ jþi) because it is well
isolated with other transitions.
Next, we proceed to measure the temperature depend-

ence of the ODMR spectrum. Because of thermal expan-
sion and electron-phonon interactions, transition-resonance
frequencies tend to increase when the temperature
decreases [24]. In the ODMR spectrum scan shown in
Fig. 2(b), all transitions of PL5 to PL7 exhibit a similar

FIG. 2. (a) Room-temperature ODMR spectrum map of 4H-SiC divacancy spins PL5 with respect to the B field along the c axis.
Lower panel shows a line cut at zero magnetic field. PL5, PL6, and PL7 represent different defect types in SiC. (b) ODMR spectrum map
as a function of temperature. Dashed line is drawn as a guide for the eye. Lower panel shows a line cut at 300 K. (c) Upper panel: ZFS
(zero field splitting) parameter shift for the PL5 right branch ODMR spectrum as a function of temperature. Lower panel: Transverse
components of the PL5 ZPL with respect to the temperature, which shows that it stays roughly in a constant level. (d) ZFS shift at near
room temperature. A linear shift is used for the fitting.
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behavior, which shows that such a resonance-frequency
shift is their intrinsic property. The temperature dependence
of the PL5 ZFS parameter D ranging from 20 to 300 K is
shown in Fig. 2(c) and the nonlinear shift is fitted
with a fifth-order polynomial. The transverse strain Ex
(13.5% 0.048 MHz) is also estimated from the difference
between the left branch (D − Ex) and right branch
(Dþ Ex). By linear fitting with a slope of −0.7 Hz=K,
it indicates that the transversal component 2Ex does not
have an obvious shifting, and the shifting of the ZFS is
mainly due to the axial component D, which shows the
same behavior as the N-V− center in diamond [22]. In order
to get a more detailed shifting of theD value with respect to
the temperature, we measure the ODMR resonance of
the PL5 right branch (Dþ Ex) near room temperature
[Fig. 2(d)]. It follows a good linear relationship with
respect to the temperature at a slope of dD=dT ¼
−109.4% 0.4 kHz=K, which indicates a thermal shift of
OMDR transition in PL5 more than N-V− centers in
diamond (dD=dT − 74.2 kHz=K) [25].

B. Coherent control

The frequency shift of ZFS shown above indicates that
SiC divacancies can be potentially used as a temperature
sensor by using Ramsey interferometry. As a first step, we
demonstrate the coherent control of electron spins (Fig. 3).
The pulse sequence for Rabi oscillation and the Ramsey
fringe is shown in Fig. 3(a). First, a 2-μs π=2 pulse is used
to initialize the spin. Following the initialization pulse, the
20-Hz modulated Rabi or Ramsey microwave pulse is
applied to coherently manipulate the spin state. Finally,
the spin state is read out by another 2 μs π=2 pulse. The

population change of the final state will result in a change
of PL intensity ΔPL, which is detected with a lock-in
method. Figures 3(b) and 3(c) show Rabi oscillations and
Ramsey fringes, respectively, when the temperature is
210 K. The Ramsey fringes are fitted with the equation

I ¼ aexp
"
−
#

t
T(
2

$
n
%
cosð2πftþ φÞ þ b; ð14Þ

where a, n, φ, and b are free parameters, t is the evolution
time, and T(

2 is the dephasing time. The oscillation of the
Ramsey measurement is induced by a microwave with a
detuning of 2 MHz from resonance. The spin-dephasing
time T(

2 is a critical factor in the dc-magnetic sensing and
temperature sensing [6,26,27]. For each temperature, we
measure the Ramsey fringes and extract T(

2 as shown in
Fig. 3(d). The result shows that T(

2 remains almost constant
at around 2 μs at the temperature ranging from 50 to 300 K.
Next, we demonstrate thermometry based on the

Ramsey fringes method. The frequency of Ramsey fringes
is induced by detuning Δ. As explained above, the temper-
ature shift will result in a linear change of the D value as
shown in Fig. 3(d), which is directly related to the oscil-
lations frequency of the Ramsey fringes. As shown in the
Fig. 4(a), Ramsey measurement of PL5 shows good oscil-
lationswithout strong couplingwith other unwanted nuclear
spins. The data are fitted with Eq. (14). Figure 4(b) displays
the Ramsey oscillation frequency and follows a good liner
relationship with respect to the temperature change. The
slope−108.2% 0.5 kHz=Kalsomatches with themeasured
temperature dependence shift −109.4% 0.4 kHz=K of
the D value obtained from the ODMR resonance spectrum.

FIG. 3. (a) Rabi and Ramsey pulse
sequence. A 950-nm laser pulse is used
for spin initialization and spin readout.
One microwave pulse with a variable
pulse length is used for the Rabi oscil-
lation measurement. Two π=2 pulses
with a variable delay are used for
Ramsey fringes. (b) Rabi oscillation
of PL5. Fluorescence change has been
recorded as a function of microwave
pulse length. A decayed sinuous func-
tion is used to fit the experimental data.
The measurement is performed at tem-
perature 210 K. (c) Ramsey fringe. The
microwave frequency has a detuning of
2 MHz with respect to the resonance
frequency. The oscillations show de-
cayed sinuous oscillation with a period
of 500 ns. The decay time shows that
the dephasing time T(

2 is 2.2 μs.
(d) Inhomogeneous dephasing time
with respect to temperature.
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TheRamsey-basedmethod can be applied to awide range of
temperatures, as shown in Fig. 2(c). The thermal sensitivity η
has an estimated value of about 205.6 mK=Hz1=2. The
sensitivity can be derived using [6,28]

η ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ðp0 þ p1Þ
ðp0 − p1Þ2

s
1

2π dD
dT exp½−ð t

T(
2
Þn '

ffiffi
t

p ; ð15Þ

wherep0 andp1 are the photon counts permeasurement shot
for the bright and dark spin states, respectively. t is the
measurement time. The η value given in the main text
corresponds to the maximum value of exp½−ðt=TDÞn '

ffiffi
t

p
.

The sensitivity is less than an order of magnitude than
Ref. [2]. The reason is the contrast of Ramsey (1 − p0=p1) is
around 20% ∼ 30% [6] for N-V− centers in diamond, while
in our case, the contrast is only 0.23%.Now, the low contrast
0.23% is partly caused by off-resonant excitation of other
unwanted defects (PL1 to PL4, PL6, and PL7). One way to
get rid of unwanted photoluminescence from other types of
defects and to increase the ODMR contrast is to perform
resonant excitation and only selectively excite PL5.

C. Thermal echo measurement

One of the most widely used dynamically decoupled
schemes for thermometry is the thermal echo (TE) sequence
[2]. TE is theRamsey pulse sequence adding a 2π pulse in the
middle of free evolution. With this extra 2π pulse, states j↑i
and j↓i exchange their population, making the asymmetric

phase accumulation of the B0
zSz term before and after the 2π

rotation cancel each other. For the N-V− center in diamond,
TE can increase T(

2 by at least an order of magnitude as
compared to Ramsey measurement. In our system of PL5
divacancy in SiC, however, the coherence time is not
expected to increase with TE, because the effect of B0

z has
already been suppressed for Ramsey measurement.
We experimentally test the TE pulse sequence for

thermometry. As shown in Fig. 5(a), the extracted coher-
ence time is 2.3 μs, which is in the same order of the
dephasing time for the Ramsey sequence. This agrees well
with our theoretical model. The frequency follows a good
linear relationship with the temperature change, which is in
Fig. 5(b). The slope −108% 1 kHz=K again matches with
the temperature dependence of the D value very well.

D. Self-protection effect
As described in the previous sections, the defect types we

are using have a large transverse strain Ex, which will
protect the temperature sensor against the environment
magnetic-field noise. We experimentally verify such a self-
protection mechanism as provided by Ex. In the experi-
ment, we vary the magnetic field around the sample with a
randomly changed value between −B to B (where B is the
maximum amplitude of the magnetic-field fluctuation) at a
frequency of 100 Hz, and then observe how the Ramsey
oscillation decay changes, which represents the effect of the
magnetic field fluctuation on T(

2.

FIG. 4. (a) Ramsey fringes at 293.3 K. Oscillation is fitted with Eq. (14). (b) Ramsey oscillation at three different temperatures. The
fitted f value is given above each curve. (c) Ramsey oscillation frequency ΔðTÞ ¼ DðTÞ þ Ex − ω as a function of temperature when
the microwave frequency ω is fixed. ΔðTÞ is fitted with a linear function with a slope of −108.2% 0.5 kHz=K. Three points in (b) are
marked as the same color (blue, pink, and black).

FIG. 5. (a) TE sequence at room temperature. Red dots are the raw data and the blue curve is the fitting with Eq. (14). (b) TE sequence
at three different temperatures, fitted f value is given above each curve. (c) Frequency at ten different temperatures. It is fitted with a
linear function (red curve) with a slope of −108.2% 1 kHz=K. Three points in (b) are marked as the same color (blue, pink, and black).
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In Fig. 5, both experimental and numerical results of T(
2 for

different applied ac magnetic fields have been shown. The
simulation is done with the Hamiltonian equation (4) follow-
ing theRamseypulse sequencediscussed inprevious sections.
In our experiment, the magnetic field can only be applied
perpendicular to the sample. Since the c axis of PL5 is at
109.5° from the normal of the sample [17], B0

z in Eq. (13)
should beB0

z ¼ cosð109.5°ÞBapplied, where Bapplied is the total
amplitude of the magnetic field applied by an electronic
magnet. There are two randomparameters in Eq. (13), namely
Π0

z and B0
z. For Π0

z, we assume it follows the standard normal
distribution with the zeros’ average value. The standard
deviation σΠ0

z
is determined by the experimental result

T(
2;Bz¼0 ¼ 1.8 μs when Bapplied ¼ 0 MHz. When the mag-

netic-field fluctuation is negligible, one has the relation [21]:
T(
2;B¼0 ¼ 1=ð

ffiffiffi
2

p
πσΠ0

z
Þ. ForB0

z,we assume it to bewhite noise
between the maximum (þB) and minimum (−B) allowed
value. For each value of B, we average the evolution of 1000
times of run for different randomly chosen Π0

z and B0
z.

The value of T(
2 is obtained by the fitting of the average

evolution.
Our theoretical simulation as shown in red dots (Fig. 6)

matches the experimental data quite well. The detailed
simulation method and result is shown in Supplemental
Material [29]. When Ex ¼ 0, T(

2 decreases dramatically for
small amplitude as shown in the simulation. We note that
this agrees with the previous experimental results based on
the N-V− center in diamond, where T(

2 is found to be very
sensitive to the magnetic field perturbation [21]. Both the
simulation and experimental data support our observation
that the intrinsic nonzero strain E enables a self-protected
mechanism for the electron spin coherence against the
magnetic-field noise and therefore sustains a high sensi-
tivity of the present temperature sensing.

V. CONCLUSIONS

In summary, we have demonstrated infrared SiC ther-
mometry based on the coherence of electron spins with the
Ramsey pulse sequence. Especially, they are protected by
the intrinsic large transverse strain of the defects, which
simplifies the procedure for protecting the sensor sensibil-
ity. It is to be expected that by using dynamical decoupling
[13,30], isotopically pure SiC [31], and techniques of
higher photon collection efficiency, such as solid immer-
sion lenses [32], nanopillars [33], the thermal sensitivity
can be further improved. Silicon carbide itself is biocom-
patible and the required infrared laser beam in this
thermometry sensing would cause less damage than the
visible beam to the biosystem [12]. This technique can be
applied to the thermometry of a living cell if SiC nano-
particles [34,35] are used, which is similar to the nano-
diamond case [2]. Moreover, combining this method with
the SiC nanoparticles and atomic force microscope (AFM),
it can realize the nanoscale thermal image [36].
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